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## Abstract

There is now an unprecedented availability of GIS and remote sensing data that provides a powerful new tool for scientific research, but it is often difficult to acquire and process these data to generate tabular datasets that quantify landscapes at specific research sites using appropriate spatial scales for the questions being investigated. This can limit the number of sample locations and the variety of GIS data and spatial scales included in studies, and it may even prevent some researchers from utilizing GIS resources at all. Geodata Crawler contains a centralized national geodatabase with dozens of ecologically-relevant datasets including land cover types, soils, climate characteristics, hydrology, and human populations. The automated multi-scale data crawler delineates customized sample areas for user-locations anywhere in the continental United States and tabulates summary statistics from national geodatabases within those sample areas. Six spatial scales are available for delineating sample areas: point, local, watershed, riparian, local-watershed, and local-riparian. User options allow customization of these spatial scales by adjusting, for example, the site radius used by the local scale, or the stream buffer size used by the riparian scale. Geodata Crawler output includes 1) a project-specific geodatabase with all GIS layers required to collect user-requested data, 2) polygons representing sample areas delineated at each site, and 3) tabular data appropriate for most statistical analyses. Geodata Crawler can run on a single local machine or on a server allowing remote access by multiple users. Several time-saving features are available that include simultaneous processing of multiple projects on multiple processing cores, data archiving for rapid retrieval by other projects, and simultaneous processing of subsets of user-locations from a single project. Future directions for the Geodata Crawler project are discussed including web-based project submission and cluster computing.

## Introduction

The unprecedented availability of GIS (*i.e.* geographic information systems) and remotely sensed data in recent years provides a rich resource that supports scientific research in many disciplines including landscape ecology, eco-hydrology, climate change, and landscape genetics. Increased availability of spatial data has been coupled with increased access to powerful analytical techniques like machine learning and Bayesian statistics that can accommodate these high dimensional datasets. Although significant progress has been made leveraging these tools, several impediments remain to efficient acquisition and processing of large GIS datasets to generate site-specific tabular data appropriate for particular research questions and analytical methods.

Many national and global GIS datasets are freely available for download, but access is scattered among various websites and FTP servers, and data are often stored in disparate file formats and spatial resolutions. Processing these data requires expert knowledge, specialized software, and significant computing power. Samples must then be extracted from national datasets for specific study locations at spatial scales that are appropriate for the research question being addressed. For example, two research projects, one studying endangered beetle habitat and the other studying natural stream hydrology, both required information from national land cover datasets about forest cover, but one was interested in forest cover within multiple site radii, while the other was interested in forest cover within watersheds of study sites (Chapters 2 & 3). The time-consuming and difficult process of delineating multi-scale sample areas for particular research locations and then tabulating appropriate data can severely limit the number of sample locations and the variety of GIS data included in a study.

Geodata Crawler was developed to address these issues by providing a centralized national geodatabase and an automated multi-scale data crawler that can rapidly build project specific GIS databases, delineate customized sample areas for user-defined locations, and tabulate requested data that can be exported in spreadsheet format suitable for most statistical analyses. Only minimal GIS skills are required from the user, and no GIS data are required other than sample locations and project boundaries. Geodata Crawler was coded using Python programming language using the *ArcPy* package which provides command-line access to Esri’s ArcGIS toolbox (Esri 2013a, Python 2012). It requires ArcGIS for Desktop 10.2 with the advanced license and the Spatial Analyst extension. Exact system requirements have not been explored thoroughly, but known issues can occur on systems with less than 8 GB RAM or single core processors. Two primary computer platforms were used in the development of Geodata Crawler:

1. Windows 7 Professional (64-bit) with an Intel Core i7-2600 CPU (3.40 GHz, 16 GB RAM) and an external RAID 1 hard drive array (3 TB actual storage, USB 3.0), and
2. Windows Server 2008 R2 Enterprise (64-bit) with Intel Xeon CPUs (2 processors @ 2.13GHz, 24 GB RAM) and an internal RAID ?? SCSI hard drive array (4 TB actual storage).

Geodata Crawler can be setup to run on a local machine, or it can be setup to run on a server so that it can accept simultaneous data requests from remote users. Remote users can create a mapped drive to the Geodata Crawler server to submit jobs and retrieve output. This enables them to execute projects remotely without ArcGIS licenses on their local computers. Geodata Crawler can utilize multiple processors (or cores) to process several jobs simultaneously. Multi-processing functionality was implemented using Python package *multiprocessing*. Geodata Crawler can also be configured to archive site-specific data in a system geodatabase for rapid retrieval by future projects. This can drastically improve performance when a project requests a large amount of data that were previously archived by another project, but it can also decrease processing efficiency when previously archived data do not exist. The archiving function can be toggled on or off for individual projects (see *User Options* section). The archiving function is supported by Geodata Crawler’s site identification system that provides a unique 11-digit numeric identifier for points along a 30 m grid covering the continental United States. All user-provided locations are snapped to this grid prior to analysis.

## Input/Output

User-input generally consists of three items: 1) a Geodata Crawler user-options worksheet, 2) an ArcGIS polygon shapefile to identify the project boundary, and 3) an ArcGIS point shapefile to identify locations of-interest (optional). The user-options worksheet enables customization of a Geodata Crawler project to best meet specific research goals and to optimize processing efficiency. It contains a list of variables and spatial scales that can be toggled on or off. Geodata Crawler automatically builds project-specific geodatabases that contain all user-requested GIS layers clipped to their project boundaries. All data requested for a single project must use the same project boundary. User-provided locations will be used as data collection sites. If no sample sites are provided, random locations can be generated by Geodata Crawler. Users may also provide their own rasters or Landsat images for automated processing. All user-inputs must be projected in the Albers NAD 1983 datum.

Geodata Crawler output includes: 1) a project-specific geodatabase, 2) a point shapefile with an attribute table containing requested data for all sample sites, and 3) a polygon shapefile for each requested spatial scale containing boundaries for sample areas delineated at each site. The project specific geodatabase will contain all of the original GIS layers as well as intermediate products required to collect requested data. It is named *PROJECT\_NAME*/GEODATABASE\_#dm.gdb, where # is the spatial resolution in decimeters of rasters in the geodatabase. This geodatabase will be retained by Geodata Crawler to use in subsequent data requests for the same project. A separate geodatabase will be created for site-specific output data and it will be named *PROJECT\_NAME*/OUTPUT.gdb. Output data will include a point shapefile with an attribute table containing requested data. The attribute table can be exported to Microsoft Excel using the “TableToExcel” tool in ArcGIS. The exported table will contain a row for each sample site and a column for each requested variable. Column names begin with a designation for the spatial scale of data collection (Table 1). Appendix 3 provides detailed descriptions of output data. OUTPUT.gdb will also contain polygon shapefiles representing sample areas for each site, and their attribute tables will contain all data ever collected at that spatial scale for a project. These polygon features can be used to produce maps and to support custom GIS analyses. All output data is projected in the Albers NAD 1983 datum.

## Variables

Geodata Crawler’s user options worksheet (Appendix 1) contains a row for each variable with a column for user-input that allows custom variable selection. A Geodata Crawler variable is a combination of:

1. A spatial scale for delineating sample areas (see *Spatial Scales* section),
2. A GIS layer from the national geodatabase (see *National Geodatabase* section), and
3. A statistic to summarize data within each location’s sample area (*e.g.* mean, mode, standard deviation, coverage of a particular map unit; see *Appendix 2*).

Some variables can be toggled with a simple true/false response in the user-options worksheet, but other variables require selection of individual map units for data collection. For example, *average elevation within watersheds* can be toggled with a true/false response, but *percent coverage of pine forest within watersheds* requires the user to specify pine forest as the land cover of-interest. Variables that require specific map units to be identified accept a list of map unit codes so that data can be collected for multiple map units during a single Geodata Crawler run. User options may be available to customize the way in which data are collected for some variables (see *User Options* section and Appendix 2). Appendix 2 provides descriptions of all Geodata Crawler variables and map unit codes, and it can be used as a reference when filling out the user-options worksheet. Appendix 3 provides descriptions of all column names that will be output for each variable, and it can be used as a reference when interpreting Geodata Crawler output.

## Spatial Scales

Geodata Crawler automates the process of delineating sample areas associated with each user-defined location. It includes six flexible spatial scales used to delineate sample areas: point, local, watershed, riparian, local-watershed, and local-riparian. Several options are available to customize spatial scales to meet specific research goals (see *User Options* section).

The *point* spatial scale is the simplest because no sample area needs to be delineated for each user-defined location. The point coordinates themselves serve as the “sample area”. Variables collected at this spatial scale generally either extract a value from a GIS layer at each point, or they measure the distance from the point to a landscape feature (*e.g.* nearest forest patch greater than 10 hectares). Variables that measure the distance to a landscape feature can be customized using the user options *DIST\_TO\_RADIUS* and *DIST\_TO\_MIN\_PATCH\_SIZE*.

*Local* spatial scale (Fig. 1) is a circular sample area centered at a user-defined location. Its size is determined by a user-defined site radius that can be customized using the user option *LOCAL\_RADIUS*.

*Watershed* spatial scale (Fig. 2) contains all land areas that drain into a user-defined location. This is delineated using the ArcGIS watershed tool (Esri 2013) based on the flow accumulation and flow direction rasters of the National Hydrography Dataset Plus (USEPA & USGS 2012). Watersheds can be delineated for terrestrial and stream sites. It is important to use the *MOVE\_TO\_STREAM* user option to ensure that locations meant to be on a stream are exactly located on the GIS representation of the stream channel.

*Local-watershed* spatial scale (Figs. 3 & 4) is the area where the local and watershed scales intersect. This contains land areas that drain into a user-defined location, but that are also within a user-defined radius of the site. This spatial scale can be customized using the user option *LOCAL\_RADIUS*.

*Riparian* spatial scale (Figs. 5 & 6) contains areas within a site’s watershed that are also within some user-defined distance of a stream. Riparian zones cannot be delineated for sites that are not on streams. Non-stream sites will be skipped in riparian-scale data requests. Sites can be snapped to streams using the *MOVE\_TO\_STREAM* user option, and this will guarantee that riparian-scale data are collected for all user-locations. Streams are delineated based on the flow accumulation raster of the National Hydrography Dataset Plus (USEPA & USGS 2012). The riparian spatial scale can be customized using the user options *RIPARIAN\_BUFFER\_WIDTH* and *MIN\_SHED*.

*Local-riparian* spatial scale (Figs. 7 & 8) is the area where the local and riparian scales intersect. This contains land areas that drain into a user-defined location, but that are also within a user-defined radius of the site and within a user-defined distance from a stream. Local-riparian zones cannot be delineated for sites that are not on streams. This spatial scale can be customized using the user options *RIPARIAN\_BUFFER\_WIDTH*, *LOCAL\_RADIUS*, and *MIN\_SHED*.

## National Geodatabase

Geodata Crawler includes a set of national GIS datasets used to derive over 1,000 variables available in Geodata Crawler. These data describe landscape characteristics like land cover, topography, hydrology, and climate, and they are all publicly available free-of-charge. New datasets are regularly added to Geodata Crawler, and it was designed to streamline this process. Data are projected to the Albers NAD 1983 datum and clipped to include only the continental United States before being stored in Geodata Crawler’s system databases (ArcGIS file geodatabases). Both vector and raster data can be utilized, and rasters are stored using their original spatial resolutions. Some of these datasets may be used to derive additional datasets when project geodatabases are built. For example, flow accumulation rasters from the National Hydrography Dataset (NHD) are used to delineate streams for each project individually, rather than relying on NHD flow lines because this increases flexibility in how streams are delineated for each project and it also reduces the overall disk space required to store Geodata Crawler’s system databases (*i.e.* currently 68.2 GB). Geodata Crawler resamples rasters to a uniform spatial resolution using bilinear interpolation as it builds project geodatabases, and it can be configured to either detect the highest spatial resolution among requested datasets or to simply resample all rasters to a system-defined resolution (*i.e.* 30 m). Rasters are never resampled to a lower resolution.

Geodata Crawler currently includes the following national geodatabases:

*National Land Cover* (USGS 2010, Fry *et al.* 2011, Homer *et al.* 2007, Vogelmann *et al.* 2001, Price *et al.* 2007):

These digital maps depict the geographic distribution of land cover classes for five time periods: 1970-80s, 1990s, 2001, 2006, and 2010. All of these data sets use hierarchical land cover classifications with two or three “levels”. Each specific-level classification (*e.g.* pine forest) is nested within at least one broad-level classification (*e.g.* forest). The 1970-80s data have 37 classes and two levels. The 1992 data have 21 classes and two levels. The 2001 and 2006 data have 16 classes and two levels. The 2010 data have 583 classes and three levels. The 2001 and 2006 data include rasters that quantify percent impervious surfaces, and the 2001 data include a raster that quantifies percent canopy cover. See Appendix 2 for descriptions of all land cover classes and levels. These data are stored in raster format with 30 m spatial resolutions.

*U.S. General Soil Map* (USDA 2006):

This is a digital representation of the U.S. general soil map and it depicts the geographic distributions of 9,193 soil types. These data were originally stored in vector format with accompanying tabular data describing soil attributes. Soil data were originally mapped in 1-by 2-degree quadrangles. See Appendix 2 for names and some attributes of all soil types. Original data were converted to raster format for the Geodata Crawler system database and stored with 30 m spatial resolution.

*Geologic Rock Type* (Schruben *et al.* 1994, King & Beikman 1974):

This is a digital representation of a geologic map depicting the geographic distributions of 175 rock types. See Appendix 2 names of all geologic rock types. It was originally stored in vector format and map units were mapped at the 1:2,500,000 scale. It was converted to raster format for the Geodata Crawler system database and stored with a 30 m spatial resolution.

*Aquifers* (USGS 2003):

This dataset identifies the boundaries of the principal aquifers in the conterminous United States mapped at 1:2,500,000 scale. Aquifer names and their rock types are included in the attribute table, and they are listed in Appendix 2. These vector data are stored as a polygon feature in an ArcGIS file geodatabase.

*Baseflow Index & Groundwater Recharge* (Wolock 2003a, 2003b):

The base-flow index raster was created by interpolating base-flow index values estimated at USGS stream gage locations. Base-flow is the component of stream flow that can be attributed to ground-water discharge into streams. The groundwater recharge raster provides an index of mean annual natural ground-water recharge calculated by multiplying the base-flow index raster by a raster of mean annual runoff values. The mean annual runoff data used for this calculation were long-term averages (1951-1980) of stream flow divided by drainage area. These data are all stored in raster format with 1 km resolution.

*Soil attributes for hydrological modeling* (Carlisle *et al.* 2010):

This is a set of 35 layers describing characteristics of soil and geology that were originally processed and used by Carlisle *et al.* (2010) for flow alteration modeling. These data were obtained from James Falcone, a USGS GIS specialist and co-author of the hydrological modeling project for which the data were developed (Carlisle *et al.* 2010). The data were originally derived from the U.S. general soil map (USDA 2006) or the geologic map of Reed and Bush (2005). All layers are stored in raster format with 1 km spatial resolution.

*National Hydrography Dataset Plus* (USEPA & USGS 2012):

This dataset includes rasters that quantify elevation, flow accumulation, and flow direction that are essential for delineating streams, watersheds, and riparian zones. All rasters have 30 m spatial resolution and are stored as raster mosaics.

*National Hydrography Dataset* (Smiley *et al.* 2009):

Two products from the National Hydrography Dataset are currently used by Geodata Crawler: The flow lines that are classified as artificial paths or canals, and the “spring seeps” points that identify geographic locations of known natural springs. Both are stored as vector data (line and point features) in an ArcGIS file geodatabase.

*WorldClim* (Hijmans *et al.* 2005):

This geodatabase contains a set of 67 global climate layers describing current climate conditions (*i.e.* 1950-2000). It includes measures of precipitation and temperature (annual and monthly mean, minimum, and maximum), and it includes 19 BioClim variables that were designed to measure biologically relevant aspects of climate like mean diurnal range in temperature and precipitation during the driest quarter each year. All layers are stored in raster format with 30 arc-second spatial resolution (~800 m).

*PRISM U.S. Climate Normals* (Daly *et al.* 2008):

This geodatabase contains a set of 39 climate layers for the conterminous United States describing current climate conditions (*i.e.* 1971-2000). It includes measures of annual and monthly precipitation and temperature (minimum and maximum). All layers are stored in raster format with 30 arc-second spatial resolutions (~800 m).

*U.S. Census Grids* (Seirup and Yetman 2006):

These raster datasets describe human demographics based on U.S. Census data from 2000, including population density, household density, education levels, income, and ethnicities. All rasters have 30 arc-second spatial resolution (~800 m).

*Nighttime Lights* (NOAA 2012):

These data provide an index of intensity of nighttime lights viewed from space. The files are cloud-free composites made using data from the Operational Linescan System (OLS) of the Defense Meteorological Satellite Program (DMSP). The data were screened to minimize bias due to sunlit areas, glare, clouds, or the aurora. Two time periods have been incorporated into Geodata Crawler (2000 and 2010), but data are available for all years 1992 to 2012 (NOAA 2012). Several related datasets are available such as average visible light, average stable lights (discarding ephemeral lights such as wildfire), and average light intensity scaled by the frequency of light detections in each pixel. Scaling data by frequency of detections normalizes data to account for variations in the persistence of lighting. These raster datasets have 30 arc-second spatial resolutions (~800 m).

*Agricultural Pesticides* (Nakagaki 2007a, 2007b):

These data quantify pesticide applications (kg/km2) in 1992 and 1997. The 1992 data include a raster for each of 199 pesticides and the 1997 data include a raster for each of 219 pesticides. Data for both years include a raster with application rates summed across all pesticides. Non-agricultural uses of pesticides are not included in these datasets. All rasters have 1 km spatial resolution.

*Roads 2011* (USDC 2011):

This national roads layer was created by merging TIGER/Line road layers for primary and secondary roads in each state. Roads are categorized as primary, secondary, local/rural, or four-wheel drive roads (see Appendix 2 for all road types). These vector data are stored as a line feature with an attribute table in a file geodatabase.

*Forest Service Active Fire Mapping* (USDA 2011):

These data were obtained as a point shapefile that depicted active wildfires detected throughout each year 2000-2011 by the MODIS satellite. MODIS images have 1 km spatial resolution, 36 spectral bands, and they are acquired for every location on earth every 1 to 2 days. Points in the active fire shapefile represent the center of a MODIS image’s pixel where a fire was detected. These data were converted to raster format with 1 km spatial resolution for use with Geodata Crawler. Each pixel was classified as either burned (1) or unburned (0) depending on presence of any active fire points for a particular year were within a pixel. The dataset was also used to create a national fire frequency raster that measured the number of fires per decade (2000-2011).

*U.S. Historical Oil & Gas Development* (Biewick 2008):

These data depict oil and gas development throughout the continental United States for each decade of the 20th century, and also for the pre-1900 and 2005-2006 time periods. Due to the proprietary nature of exact well locations, the U.S. was divided into grid cells ¼ square mile and oil/gas development was categorized as absent, oil only, gas only, oil and gas, or unknown well type. These raster data have 804.7 m (0.5 mile) spatial resolutions.

*Arkansas Oil & Gas Development* (AOGC 2013):

These data contain point locations of 55,126 oil and gas wells in the state of Arkansas. Attribute information identifies each well as gas, oil, or oil and gas, and identifies its status as active, inactive, permitted, plugged, or spud. These data were obtained as a Google Earth map document and converted to a point feature in an ArcGIS file geodatabase.

## User Options

The user-options worksheet (Appendix 1) begins with 24 user options that allow users to customize each project. User-options can be manipulated to balance project needs with processing efficiency. User options require either true/false, text, or numerical responses, and default values are provided for all user-options. In addition to the user-options listed below, the user options worksheet contains a list of all variables that can be collected (see *Variables* section).

*PROJECT\_NAME* (text):

A name for the Geodata Crawler system folder that will contain all data for a project. Data for all Geodata Crawler runs associated with a single project will be saved into this folder. All subsequent data collection runs for a single project must have identical project boundaries. The default value is “PROJECT”.

*OUTPUT\_FILE\_NAME* (text):

A name for point shapefile that will contain requested data for each sample location. The output file will be *PROJECT\_NAME*/OUTPUT.gdb/*OUTPUT\_FILE\_NAME*. If a file with this name already exists in the project folder, it will be overwritten. The default value is “OUTPUT”.

*USE\_RANDOM\_POINTS\_YN* (T/F):

If “T”, a set of random points will be created within the project boundary and user-provided locations will be ignored. Two additional user-options control the number of random points and their spacing. The default value is “F”.

*RANDOM\_POINT\_COUNT* (numeric):

The number of random points created. The default value is 10.

*RANDOM\_POINT\_SPACING* (numeric):

The minimum distance (in meters) allowed between random points. The default value is 50 m.

*MIN\_SHED* (numeric):

The minimum drainage area (km2) used to define the smallest stream-of-interest for the current data collection run. This value will be noted in output spreadsheets for any variables that may be affected by its value, and separate columns will be maintained in output spreadsheets if the same variable is collected using multiple values of this user-option. Separate stream layers will be created in the projects geodatabase for each value that is used for this option. The default value is 3 km2.

*MAX\_SHED* (numeric):

The maximum drainage area (km2) used to define the largest stream-of-interest for the current data collection run. This value will be noted in output spreadsheets for any variables that may be affected by its value, and separate columns will be maintained in output spreadsheets if the same variable is collected using multiple values of this user-option. Separate stream layers will be created in the projects geodatabase for each value that is used for this option. The default value is *null* which will not impose an upper-limit of stream size.

*MOVE\_TO\_STREAM\_YN* (T/F):

If “T”, all sample locations will be moved to the nearest stream, centered on a raster cell of the digital elevation model used to delineate streams. This guarantees that points intended to be stream locations are not several meters away from the digital representation of the stream which can severely alter results, particularly for data collected from watersheds or riparian zones. This can also be used with random points to identify random stream sites. The default value is “F”.

*MOVE\_TO\_STREAM\_SEGMENT\_YN* (T/F):

If “T”, all sample locations will be moved to the nearest stream, and then moved to the downstream-most point of that stream segment. A stream segment is defined as a section of stream between two confluences. The default value is “F”.

*FIND\_STREAM\_SEGMENT\_POINTS\_YN* (T/F):

If “T”, all stream segments in the study area will be identified and saved as a GIS layer. Then, the downstream-most point of each segment will be identified and saved as a separate GIS layer. This will be automatically toggled on with *MOVE\_TO\_STREAM\_SEGMENT\_YN*. The default value is “F”.

*REMOVE\_DUPLICATES\_YN* (T/F):

This option allows duplicate locations to be removed prior to sample area delineation and data collection. Duplicates will be removed after random points are created, points have been snapped to the nearest Geodata Crawler grid point (always within 30 m), and points have been moved to streams or stream segments. This will improve processing efficiency, and all duplicate rows will be retained in the output spreadsheet even though only one of them was actually processed. The default value is “T”.

*RIPARIAN\_BUFFER\_WIDTH* (numeric):

Defines the distance (in meters) away from streams used to delineate sample areas for upstream riparian zones. Very large values may result in sample areas that are identical to the watershed of a point because riparian zones cannot go beyond the watershed boundary. This value will affect delineation of sample areas at the riparian and local-riparian spatial scales. The default value is 1000 m.

*LOCAL\_RADIUS* (numeric):

Defines the distance (in meters) used as a site radius to delineate local-scale sample areas. Sample locations that are within this distance from the project boundary may have incomplete data for local-scale variables. This value will affect delineation of sample areas at the local, local-watershed, and local-riparian spatial scales. The default value is 1000 m.

*DIST\_TO\_RADIUS* (numeric):

Some variables will measure the distance from user-locations to some landscape feature like a road or a patch of forest. This user-option sets the upper limit to search for the landscape feature and setting this value to a reasonably small distance (in meters) can drastically improve processing efficiency, particularly for projects with a large project area. The default value is 1000 m.

*DIST\_TO\_MIN\_PATCH\_SIZE* (numeric):

This option sets the minimum patch size (in hectares) to be recognized when measuring the distance from a user-location to a landscape feature like the nearest patch of forest. Any patches smaller than this value will not be considered when making measurements. The default value is 0 which will not impose a lower limit on patch sizes being assessed.

*LANDSAT\_FILE\_NAME* (text):

Some variables allow a user to provide a Landsat image for automated processing by Geodata Crawler. The image must be provided as a multi-band composite .tif file. This option allows the user to specify the filename of the Landsat image. The default value is “LANDSAT.tif”.

*USER\_RASTER\_FILE\_NAME* (text):

Some variables allow a user to provide a raster dataset for automated processing by Geodata Crawler. The raster dataset must be provided as a single band .tif file. This option allows the user to specify the filename of this raster dataset. The default value is “USER\_RASTER.tif”.

*QUERY\_TYPE* (0, 0.5, 1, 2, or 3):

0: Normal Geodata Crawler operation with automated sample area delineation for user-defined point features and data tabulation from within those sample areas based on user-defined variables.

0.5: Similar to query type 0, except user-defined points will be ignored if their sample areas do not already exist in the project’s output geodatabase. Processing efficiency is improved because no sample areas will be delineated.

1: All data from Geodata Crawler’s archives within the project boundary will be returned. User-defined points will be ignored, no sample areas will be delineated and user’s variable selection will be ignored.

2: Data from Geodata Crawler’s archives within the project boundary will be returned for sites that contain data for *any* of the variables selected by the user. User-defined points will be ignored and no sample areas will be delineated.

3: Data from Geodata Crawler’s archives within the project boundary will be returned for sites that contain data for all of the variables selected by the user. User-defined points will be ignored and no sample areas will be delineated.

*CREATE\_SAMPLE\_AREAS\_ONLY\_YN* (T/F):

If “T”, sample areas will be delineated for all user sites, but no data will be collected. The default value is “F”.

*CLONES* (numeric):

This can be an integer from zero to four that will allow user-locations to be sub-divided (up to four times) to accommodate simultaneous processing of subsets of locations. This will drastically increase processing efficiency with a multi-core or multi-processing computer, but provides no advantage on a single core computer. Each cloned project will contain a subset of user locations and replicates of project geodatabases. Although replicating project geodatabases requires additional disk space (*e.g.* dozens of GB per clone for large projects), it facilitates multi-processing without requiring multi-user editing capability which is not supported by file geodatabases. Multi-user editing is supported by ArcSDE geodatabases (unavailable with ArcGIS for Desktop), and this would circumvent the need to clone projects. The default value is zero, resulting in no cloned projects being created.

*TOGGLE\_IMPORT\_ARCHIVES* (T/F):

If “T”, Geodata Crawlers system archives will be searched for pre-existing data matching the data requested for the current project’s locations. Performing this search can drastically increase processing time for projects with many locations and large data requests that are not in the archives. Using the archive function has resulted in read/write conflicts when processing multiple projects simultaneously. The default value is “F”.

*TestMode* (T/F):

If “T”, archived data will be written to a geodatabase separate from Geodata Crawler system archives to prevent potentially erroneous test data from being archived. Console windows will also be left open at the end of each project’s run to allow manual manipulation of Python objects at the end of a run, or in the event of an error. The default value is “F”.

*ALL\_VARIABLES* (T/F):

If “T”, all possible variables will be collected at user-defined locations. This is included for testing purposes and should never be used with more than a few locations. The default value is “F”.

## Future Directions

Geodata Crawler is a powerful new tool that can help to overcome GIS bottlenecks in data analysis work flows across many different research disciplines. Five important next steps are envisioned to broaden research applicability, improve processing efficiency, and increase ease-of-use:

1. Develop a web interface for setting up projects and submitting them to a server,
2. Adapt to the Linux operating system for cluster computing,
3. Shift to ArcSDE geodatabases with multi-user editing,
4. Add path-based spatial scales including stream paths, linear paths, and least-cost paths between sample locations,
5. Continue to incorporate new national GIS datasets, particularly future climate data for climate change research.

The Geodata Crawler website (<http://www.geodatacrawler.com>) gives a general overview of Geodata Crawler, its national geodatabases, and its spatial scales, but it does not currently support online setup or submission of projects. Adding this important feature would broaden the reach of Geodata Crawler. Building this capability will require web-based forms that walk users through the user-options worksheet and translate their responses into an appropriately formatted text file (USER\_OPTIONS.csv). Users would also need the ability to upload their project files that may include a boundary shapefile (required), a user-locations shapefile, a Landsat image, and a custom user raster. An FTP server (<ftp://ftp.geodatacrawler.com>) is already available with password-protected user accounts where geodatacrawler output can be accessed. Output often requires large amounts of disk space and the FTP site provides remote data storage where users can browse data and download only what is required for their specific needs.

Transferring Geodata Crawler to a cluster computing platform would drastically increase its processing efficiency by allowing it to process many projects simultaneously. This would broaden its capacity to support the potentially large number of jobs being submitted through a web-based portal. Geodata Crawler already includes multi-processing functionality that allows simultaneous processing of multiple jobs on separate processing cores. This capability should transfer to allow utilization of dozens of processing cores available with cluster computing. The University of Arkansas High Performance Computing Center (<http://hpc.uark.edu/>) provides ideal computing platforms for developing and testing this capability. ArcGIS for Server (Esri 2013b) provides an appropriate software package.

A shift from file geodatabases currently used by Geodata Crawler to ArcSDE databases would allow multi-user editing capability to streamline the processes of data archiving and project subdivision for faster processing. Archiving is required to share data among projects and this can drastically improve processing efficiency. This would be even more important with potentially increased traffic through a Geodata Crawler web portal because benefits of sharing data among projects, and costs of re-collecting previously collected data, would increase with more data requests. Multi-user editing capability also enables large projects to be subdivided and then processed as multiple simultaneous sub-units. Sub-dividing projects and archiving are currently supported in Geodata Crawler only by using an inefficient work-around that requires duplication of project geodatabases, because file geodatabases (ArcGIS for Desktop) do not allow multi-user editing. ArcSDE databases with multi-user editing would allow projects to be subdivided across many processing cores (*e.g.* on a computing cluster) without requiring additional disk space for duplicating project geodatabases.

Geodata Crawler has the capability to delineate linear paths and stream paths that connect all pairwise combinations of user-locations, but these features are still being developed. These features were designed for the purpose of studying animal movements, but there are many other applications of GIS path analysis. Analysis of animal movements has a long history using radio or GPS tracking devices on individual animals (Rodgers 2001), and landscape genetics is an exciting new field that measures movement of genes (and individuals that carry them) among populations (Manel *et al.* 2003, Storfer *et al.* 2010). For both approaches, it is necessary to delineate paths among animal locations (*e.g.* linear or stream paths) and to quantify landscape features along those paths. Different buffers are often applied to create two-dimensional sample areas, rather than linear transects. Developing new spatial scales for data collection, such as stream paths or linear paths, is made easier by Geodata Crawler’s pre-existing infrastructure of national geodatabases and multi-scale functionality.

New national geodatabases are constantly being added to Geodata Crawler as they become available or become of-interest to new projects. Future climate data represent a significant body of available GIS data that have not yet been incorporated into Geodata Crawler. This would expand possible research topics to include climate change research such as modeling potential effects on hydrology, species distributions, and gene flow among populations. Future climate data (Hijmans *et al.* 2005) have already been acquired, but have not yet been processed for Geodata Crawler. Processing will include identifying preferred climate models or multi-model averages, clipping data to include only the continental United States, and re-projecting data to the Albers NAD 1983 datum. New climate-related variables will then be developed and included in the user-options worksheet and supporting documentation. Geodata Crawler was designed to simplify the process of incorporating new data.

Geodata Crawler was envisioned as a centralized national GIS database and automated data crawler that accepts data requests through a website, and serves data through an FTP server to support any research that could benefit from rapid access to custom multi-scale GIS data for locations in the continental United States. This powerful new tool provides a template for a system to better distribute custom multi-scale GIS data to non-GIS researchers in support of a broad range of sciences. Special emphasis has been given to my own research interests and the interests of my collaborators for applications in modeling species distributions, hydrology, and gene flow, but the basic concept and the tool itself could be applied in many disciplines. Many national GIS servers have been implemented, but Geodata Crawler differs in several important ways: the output data contain site-specific samples from larger GIS datasets, the spatial scales of sample areas can be customized to meet specific research goals, the national geodatabase contains data from many different sources, project-specific GIS databases are created in the process, and the unique data archiving system can drastically reduce processing time by sharing data among user’s projects. Widespread-use of such a system could improve comparability of data among projects and disciplines, encourage new research topics by increasing data availability, support multi-scale analyses, and foster interdisciplinary collaboration.
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